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Abstract. Studies indicate that physical rehabilitation exercises rec-
ommended by healthcare professionals can enhance physical function,
improve quality of life, and promote independence for physically dis-
abled individuals. In response to the lack of immediate expert feedback
on performed actions, developing an automated system for monitoring
such actions and providing feedback is very much needed. In this work,
we focus on skeleton-based exercise assessment, which uses skeleton data
to evaluate human motion and provide a score on how well a patient
performed a movement. There are several approaches to this issue, with
Spatio Temporal Graph Convolutional Networks (GCN) being among
the most recent. GCNs model skeleton data as graphs and utilize tem-
poral and spatial convolutions to capture relationships between joints
more effectively than previous methods. In this research, we propose a
new Transformer based model, PhysioFormer. It is inspired by Skate-
Former method for human action recognition, with enhanced structure
to fit the task of physical rehabilitation assessment. The model leverages
skeletal-temporal self-attention across different groups based on relations
between joints. The evaluation is done on the KIMORE, UI-PRMD, and
KERAAL datasets, benchmark datasets that provide skeleton data cap-
tured by Kinect motion system. Our model is surpassing state-of-the-art
methods significantly.

Keywords: Transformer · Automated assessment · Physical Rehabili-
tation

1 INTRODUCTION

In healthcare, physical rehabilitation exercises are essential for post-surgery re-
covery and the management of various musculoskeletal conditions. Typically,
these exercises are overseen by clinicians within hospital or clinic settings. The
behavior patients exhibit during these sessions is a key indicator of their health
status and treatment progress. However, physiotherapists cannot monitor every
patient daily, and patients often need to continue part of their rehabilitation at
home without direct supervision. Patients must carefully perform prescribed ex-
ercises at home and periodically return to the hospital for progress evaluations.
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However, the lack of supervision and timely feedback from healthcare providers
can reduce patient engagement during rehabilitation. This diminished motiva-
tion and inadequate oversight increase the risk of incorrect exercise execution,
potentially hindering recovery and raising the likelihood of re-injury [17].

One potential solution to address this challenge involves the utilization of a
robotic coach designed for physical rehabilitation exercises. Such a robot should
possess the capability to both learn and perform rehabilitation exercises, as well
as evaluate patients’ movements [2]. Effective provision of feedback relies heavily
on the analysis of human motion, thus emphasizing the significance of human
motion analysis within this context [22].

Human activity analysis represents a dynamic and pivotal research area, tack-
ling the complex challenge of interpreting human body movements based on the
dynamics of diverse body joints, skeletons, and muscles. This field finds appli-
cation across diverse domains including video retrieval, entertainment, human-
computer interaction, behavior analysis, and many others. [14]

The primary objective of automated monitoring systems for physical reha-
bilitation is to identify the activity being undertaken, assess its quality, and
provide as much information as possible about the error and possible improve-
ment [24,17]. Over recent years, numerous studies have explored the machine
learning techniques to assess movement correctness. Among the initial method-
ologies proposed for this purpose are algorithms based on distance functions,
such as Dynamic Time Warping [26] and Mahalanobis distance, as well as prob-
abilistic models like hidden Markov models (HMMs) [3] and Gaussian mixture
models (GMMs) [7].

Recently, skeleton-based human action recognition has attracted significant
attention for its computational efficiency and resilience to environmental vari-
ations and different camera angles. Given that skeletons can be naturally rep-
resented as graphs and the increasing capabilities of Graph Neural Networks
(GNNs), it is unsurprising that Graph Convolution Networks (GCNs) have
emerged as the leading method for skeleton-based action recognition, capital-
izing on their ability to process topological information [31].

Deb et al. [6] were among the first to apply Spatio-Temporal GCN (STGCN)
to physical rehabilitation assessment, significantly surpassing previous best re-
sults in this field. The authors in [21] improved this algorithm, by combining
STGCN with Transformer architecture to obtain the current state-of-the-art.
On the other hand, Transformer based architectures are getting increasing at-
tention in Human Action Recognition [31], reaching and beating state-of-the-art
results on the most popular datasets in Human Action Recognition. Inspired by
recent advancements in this field, we propose an extended architecture based
on a Transformer for physical rehabilitation assessment, incorporating temporal
and spatial partitions, thus reducing the number of parameters needed to be
learned.

The rest of the paper is structured as follows: Section 2 is about related works.
Section 3 describes the methodology; Section 4 introduces the experimental setup
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and presents the results, compared with the state-of-the-art. The conclusions are
part of Section 5.

2 RELATED WORKS

An overview of research on skeleton-based action recognition and algorithms for
assessing physical rehabilitation exercises is provided in this section.

2.1 Skeleton-based Action Recognition

Recently, significant progress has been made in skeleton-based action recogni-
tion. Although initial research was primarily focused on handcrafted features
exploiting relative 3D rotations and translations between joints [29,12], Deep
Learning based algorithms revolutionized this field by being more robust and
achieving better performance [30,14]. They can be split into three categories
depending on how they extract features from skeleton data for classification :

– Recurrent Neural Networks (RNNs), such as Long Short-TermMemory (LSTM)
and Gated Recurrent Units (GRU), consider skeleton data primarily as a
temporal sequence of continuous features [18,15,10].

– Convolutional Neural Networks (CNNs) extract spatial information as some
studies transformed skeleton data into pseudo-images to apply CNNs [13,19].

– Graph Neural Networks (GNNs) and Graph Convolutional Networks (GCNs):
Skeleton data consists of joints and bones, which naturally correspond to
vertices and edges in a graph. As a result, research in this field has largely
shifted to GNN which can extract both spatial and temporal data by ex-
ploiting information contained in the natural topological graph structure of
the human skeleton [32,34,5].

2.2 Physical Rehabilitation Assessment

Evaluating movement quality in physical rehabilitation is essential for developing
tools and devices that support home-based rehabilitation. Automatic assessment
of rehabilitation exercises aims to deliver a quality score based on a sequence
of body movements, necessitating a more precise model than typical gesture
classification models.

Initially, studies on exercise evaluation employed traditional machine learning
methods for classification, such as Adaboost classifiers, K-Nearest Neighbors
(KNNs), or Bayesian classifiers, while others tried using distance function-based
models [1,11]. Further research used probabilistic approaches like Hidden Markov
Models or Gaussian Mixture Models, which provide assessments based on the
likelihood that the given exercises are drawn from a trained model [7,27]. These
models can incorporate the stochastic nature of human motion, providing a
quality score on the correctness of the movement, but such models do not exploit
fully information such as joint or spatial connections among body parts.
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Liao et al. [16] created a deep neural network model to generate quality scores
for input movements. They proposed a deep learning architecture for hierarchical
spatio-temporal modeling, combining GMMs, CNNs, and LSTMs to provide a
quality score. With the recent development of Graph Neural Networks, it is now
possible to exploit the spacial information using the skeletal graph [6] and [9]
used Graph Convolutional Networks (GCNs) to assess physical rehabilitation,
achieving state-of-the-art scores on commonly used KIMORE, UI-PRMD, and
KERAAL datasets. Additionally, Yu et al [35] employed an ensemble of two
GCNs, one for position and one for orientation features of the skeleton joints.

3 METHODOLOGY

3.1 Representation of skeleton data

In our work, we consider movement data captured by non-invasive imaging sys-
tems such as RGB or depth cameras. These systems capture movement data at
a fixed frame rate, recording the spatial information of several skeletal joints of
the human pose in 2 or 3 dimensions : joint positions, and in some cases ori-
entations. We use joint orientation data in our experiments because it is more
generalizable and maintains accuracy, as noted in [20].

Let us consider a system that tracks V skeletal landmarks on a human sub-
ject. The performance of a single repetition of an exercise by a human subject
will generate data for T frames. At each frame, joint position information for
all V landmarks will be captured in a vector x(i), i ∈ [1 . . . T ], of dimension
D = V × C, where C is 2 or 3, depending on whether we capture 2D or 3D
data. Stacking these vectors for each frame results in a tensor X ∈ RT×V×C ,
representing a single repetition.

3.2 Transformer and self-attention

The original concept behind Transformer self-attention is to enable the encoding
of correlations between words in a sentence, both short and long-range. The self-
attention mechanism allows a network to focus on relevant parts of the input.
Encoder-decoder models are designed to learn long-term contextual informa-
tion. Hidden states in the encoder and decoder networks summarize the input
sequence. Attention allows each element in the sequence to have a corresponding
hidden state for decoding, taking into account all elements for precise decoding.

This approach can also be applied to skeleton-based action recognition, where
correlations between nodes are important in both spatial and temporal dimen-
sions. We treat the joint positions as words and frames as sentences, and we
use self-attention to capture more complex relationships between neighbor and
distant joints, as well as between neighbor and distant frames.

3.3 Model architecture

As mentioned above, the main processing idea is inspired by SkateFormer from
Do. et al. [8].We adapt their model to our regression problem, and remove
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data augmentation from the pipeline, while the overall architecture, which is
depicted in Figure 1, remains the same. A skeleton sequence is represented
as X ∈ RT×V×C , as explained above. The 3 linear layers map raw skeleton
data into a higher-dimensional feature space. Further, a skeletal-temporal po-
sitional embedding is performed before passing the data into a certain number
of blocks, each comprising a self-attention layer that propagates features via
skeletal-temporal relations and a feed-forward layer that refines the features.
The final features undergo skeletal-temporal pooling to produce the outcome
ŷ ∈ R, which represents a score of how well the exercise has been performed.
The model is trained via backpropagation through a regression loss function by
comparing ŷ with the true label y - a score given by the physiotherapists.

Fig. 1. Overview of the model architecture. Image sourced from [8].

4 RESULTS

In this section, we present the results of comprehensive comparative experiments
conducted to assess the performance of our model. Initially, we outline the re-
habilitation exercise datasets utilized and the metrics employed for evaluation.
Finally, we provide a quantitative comparison between our proposed approach
and several state-of-the-art methods.

4.1 Datasets

KIMORE [4] The Kinematic Assessment of Movement for Remote Monitoring
of Physical Rehabilitation dataset comprises RGB-D videos along with ground-
truth score annotations for 5 distinct exercise types, as shown on Figure 2 It is
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organized into 2 primary groups: a control (consisting of expert and non-expert
participants) and a group characterized by pain and postural disorders (including
Parkinson’s disease, back pain, and stroke). Within the control group, there are
44 healthy subjects, among whom 12 are specialized physiotherapists, while the
remaining 32 are non-expert healthy subjects. The pain and postural disorder
group consists of 34 subjects grappling with chronic motor disabilities.

Fig. 2. 5 exercises in the Kimore dataset, namely: (1) Lifting of the arms, (2) Lateral
tilt of the trunk with the arms in extension, (3) Trunk rotation, (4) Pelvis rotations
on the transverse plane, and (5) Squatting. Image sourced from [4].

UI-PRMD [28] This dataset comprises movements corresponding to common
exercises typically undertaken by patients in physical rehabilitation programs.
For this dataset, 10 healthy participants executed 10 repetitions of diverse phys-
ical therapy movements, with data captured using both a Vicon optical tracker
and a Microsoft Kinect sensor. This dataset contains detailed data capturing the
positions and angles of full-body joints throughout the exercise routines.

KERAAL [23] The Keraal dataset has been recorded within a long-term reha-
bilitation double-blind clinical study which includes 31 low-back patients, aged
18 to 70 years. The data includes recordings from both healthy subjects and
12 rehabilitation patients, performing each of 3 predefined exercises. The full
dataset encompasses videos and skeleton data collected from a Microsoft Kinect
2 and Vicon. The recordings collected from patients were annotated by a phys-
iotherapist, where each exercise was labeled as either correct or incorrect, but
also with a mention of how big the error was, which body part and in which
moment the error was made.

4.2 Evaluation metrics

Similar to prior studies [6,16,21], we assess the performance of our model using
three key metrics: mean absolute error (MAE), mean absolute percentage error
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(MAPE), and root mean square error (RMSE). Lower scores indicate greater
predictive accuracy. In the equations below, n is the sample size, and y and ŷ
are the ground truth and predicted value, respectively.

MAE Mean absolute error represents the average absolute deviation between
actual and predicted values. However, MAE is sensitive to scale differences across
datasets, limiting its comparability between methods applied to data with vary-
ing scales.

MAE =

∑n
i=1 |yi − ŷi|

n

MAPE In contrast, mean absolute percentage error provides a scale-independent
evaluation metric, but it tends toward infinity or becomes undefined when the
ground truth value equals zero for any sample.

MAPE =
100

n

n∑
i=1

|yi − ŷi
yi
|

RMSE Root mean squared error, calculated as the square root of the squared
errors, penalizes larger deviations due to its squared term. Like MAE, RMSE is
also influenced by scale differences across datasets.

RMSE =

√∑n
i=1(yi − ŷi)2

n

4.3 Implementation details

PhysioFormer is implemented using Python 3.10 and the PyTorch 2.3 + CUDA
12.1 framework. The system used for implementation was a PC equipped with
an Intel Core i9-9900KF Silver 4215R CPU, 32GB of RAM, and an Nvidia RTX
2080 Ti graphics card with 11GB of RAM. The model was trained with the
Adam optimizer for 1500 epochs, with a learning rate set to 1× 10−4, and using
batch sizes of 10, 3 and 3 for the KIMORE, UI-PRMD, and KERAAL datasets,
respectively. 20% of the data has been devoted to the test set, which was used
to select the best model during training. Performance measures were recorded
for each run and averaged to ensure accuracy.

4.4 Comparison with the State-of-the-art

Tables 1 and 2 display our results for MAE, RMSE, and MAPE perfor-
mances, along with those of the state-of-the-art, on the KIMORE and UI-PRMD
datasets, respectively, while 3 display our results for F1 score as KERAAL
dataset is more suitable for binary scores. Our algorithms show the best on
most tests, and in the other tests our score is the second best or very close to
the best.
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Metric Ex PhysioFormer Mourchid et al. [21] Deb et al. [6] Song et al.[25] Liao et al.[16] Yan et al.[33] Du et al.[10]
Ex1 0.450 0.641 0.799 0.977 1.141 0.889 1.271
Ex2 0.659 0.753 0.774 1.282 1.528 2.096 2.199

MAE Ex3 0.198 0.210 0.369 1.105 0.845 0.604 1.123
Ex4 0.220 0.206 0.347 0.715 0.468 0.842 0.880
Ex5 0.350 0.399 0.621 1.536 0.847 1.218 1.864
Ex1 0.714 2.020 2.024 2.165 2.534 2.017 2.440
Ex2 0.882 1.468 2.120 3.345 3.738 3.262 4.297

RMSE Ex3 0.460 0.487 0.556 1.929 1.561 0.799 1.925
Ex4 0.519 0.527 0.644 2.018 0.792 1.331 1.676
Ex5 0.682 0.735 1.181 3.198 1.914 1.951 3.158
Ex1 1.419 1.623 1.926 2.605 2.589 2.339 3.228
Ex2 0.905 0.974 1.272 3.296 3.976 6.136 6.001

MAPE Ex3 0.603 0.613 0.728 2.968 2.023 1.727 3.421
Ex4 0.599 0.541 0.824 2.152 2.333 2.325 2.584
Ex5 1.189 1.217 1.591 4.959 2.312 3.802 5.620

Table 1. Results of our method in comparison with other state-of-the-art approaches
on the KIMORE dataset. The best score is in bold, the second are underlined.

Metrics MAE RMSE MAPE
Ex PhysioFormer Mourchid et al. [21] PhysioFormer Mourchid et al. [21] PhysioFormer Mourchid et al. [21]
Ex1 0.010 0.011 0.017 0.019 1.213 1.289
Ex2 0.009 0.009 0.013 0.014 1.155 1.105
Ex3 0.011 0.013 0.017 0.020 1.483 1.592
Ex4 0.009 0.009 0.012 0.011 0.942 0.984
Ex5 0.008 0.009 0.012 0.013 0.987 1.032
Ex6 0.012 0.013 0.019 0.020 1.401 1.476
Ex7 0.019 0.022 0.029 0.034 2.426 2.697
Ex8 0.018 0.020 0.030 0.032 2.296 2.362
Ex9 0.013 0.013 0.020 0.019 1.501 1.455
Ex10 0.013 0.014 0.021 0.023 1.592 1.619

Table 2. Results of our method in comparison with other state-of-the-art approaches
on the UI-PRMD dataset.

Exercise Torso rotation Flank stretch Hiding face
Algorithm PhysioFormer GMM [23] PhysioFormer GMM [23] PhysioFormer GMM [23]
F1 score 0.9 0.68 0.82 0.68 0.87 0.72

Table 3. Results of our method in comparison with other state-of-the-art approaches
on the Keraal dataset.

5 CONCLUSIONS

In this paper, we propose a Transformer-based model for assessing physical re-
habilitation exercises. Our model inputs skeleton data of human movement to
predict a quality score for the performed exercise relative to the prescribed ver-
sion. We adapt a novel SkateFormer architecture to our specific problem, in-
corporating a partition-specific attention strategy to capture key features while
minimizing computational complexity, which is crucial given our small datasets.
Our model achieves state-of-the-art performance on the KIMORE, UI-PRMD
and KERAAL physical rehabilitation datasets.
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