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Abstract— Physical rehabilitation exercises suggested by
healthcare professionals can help recovery from various mus-
culoskeletal disorders and prevent re-injury. However, patients’
engagement tends to decrease over time without direct supervi-
sion, which is why there is a need for an automated monitoring
system. In recent years, there has been great progress in
quality assessment of physical rehabilitation exercises. Most of
them only provide a binary classification if the performance
is correct or incorrect, and a few provide a continuous score.
This information is not sufficient for patients to improve their
performance. In this work, we propose an algorithm for error
classification of rehabilitation exercises, thus making the first
step toward more detailed feedback to patients. We focus on
skeleton-based exercise assessment, which utilizes human pose
estimation to evaluate motion. Inspired by recent algorithms for
quality assessment during rehabilitation exercises, we propose a
Transformer-based model for the described classification. Our
model is inspired by the HyperFormer method for human
action recognition, and adapted to our problem and dataset.
The evaluation is done on the KERAAL dataset, as it is the
only medical dataset with clear error labels for the exercises,
and our model significantly surpasses state-of-the-art methods.
Furthermore, we bridge the gap towards better feedback to
the patients by presenting a way to calculate the importance
of joints for each exercise.

I. INTRODUCTION

Physical rehabilitation plays a crucial role in helping
patients recover from injuries, surgeries, and various medical
conditions that affect their movement and functional abilities.
Low back pain (LBP), which is the focus of our research, is a
leading cause of disability globally, affecting over 50% of the
population at some point in their lives. Consequently, health-
care providers face substantial challenges in managing the
increasing number of LBP patients [1]. The success of reha-
bilitation exercises depends significantly on how accurately
and consistently they are performed. Throughout the weeks
or even months of a rehabilitation program, patients often
have to carry out exercises at home without direct oversight
from healthcare professionals. The absence of supervision
and timely feedback from healthcare providers diminishes
patient engagement in rehabilitation. Additionally, incorrect
movements can not only delay the rehabilitation process but
also increase the risk of further injuries [2]. Thus, there is a
critical need for accurate and automated movement analysis
methods to support patients and clinicians in monitoring
rehabilitation exercises.
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The primary objective of automated monitoring systems
for physical rehabilitation is to identify the activity being
performed, evaluate its quality, and offer detailed information
on errors and potential improvements. Current movement
analysis methods in rehabilitation typically provide a general
quality score that reflects how well an exercise is executed
[3], [4], [5] While these scoring systems provide useful
feedback, they represent only the initial step toward a fully
automated and practical monitoring system.

A more detailed analysis, which not only evaluates the
overall quality of movement but also identifies and localizes
specific errors, would be highly beneficial for both patients
and clinicians. This detailed feedback can help patients
adjust their movements more precisely, keep them motivated
throughout the rehabilitation sessions, and allow clinicians to
more accurately monitor patients’ progress during in-home
rehabilitation [6], [7].

Human activity analysis is an evolving field that tackles the
complex challenge of interpreting body movements based on
data collected from various sources such as videos, images,
or wearable sensors. While using data from wearable sensors
directly as input is the dominant approach, recently, human
pose estimation to estimate joint coordinates from videos has
become a promising approach to analyze human movement.
Given that skeletons can be naturally modeled as graphs, it
is not surprising that Graph Convolutional Networks (GCNs)
have become a leading method for skeleton-based action
recognition. By representing the body as a graph of joints and
their spatial-temporal relationships, skeleton-based methods
effectively capture movement dynamics and remain resilient
to changes in appearance and environmental conditions,
while capturing spatial and temporal relationships during
exercise performance [8], [9].

Furthermore, Transformer models, originally developed
for natural language processing tasks, have shown remark-
able success in various applications, such as recognition of
daily activities in smart homes [10]. Their ability to model
long-range dependencies and capture contextual information
makes them well-suited for analyzing sequential data, such
as skeleton sequences in rehabilitation exercises [11].

For automated feedback allowing physical rehabilitation
patients to improve their performance, this paper offers two
key innovations: error classification and movement analy-
sis. Unlike previous methods that focus solely on provid-
ing a quality score, our approach requires a more precise
model, thus we utilize a skeleton-based transformer model.
Through self-attention mechanism, our model is able to
better learn spatial and temporal relations between skeleton
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joints. Specifically, our model is designed to:
• Classify errors: Identify and categorize different types

of errors that may occur during the performance of
rehabilitation exercises.

• Biomechanical attention: Identify the most important
joints in human body skeleton for a specific movement,
thus providing better feedback to the patient.

The remainder of this paper is organized as follows: Sec-
tion II reviews related work on movement analysis in rehabil-
itation and skeleton-based action recognition models. After
outlining the data we used in Section III, Section ?? describes
the architecture of our skeleton-based transformer model
and the methods for error classification and localization.
Section V details our experimental setup and results, and
discusses the implications of our findings. Finally, Section
VI summarizes our main contributions, acknowledges the
limitations of our approach, and suggests potential directions
for future research..

II. RELATED WORK

A. Skeleton-based Action Recognition

Skeleton-based action recognition is a dynamic and rapidly
evolving research area. Early studies depended on hand-
crafted features that utilized relative 3D rotations and trans-
lations between joints [12], [13]. However, the field has
experienced significant advancements in recent years, largely
driven by Deep Learning algorithms [8]. These Deep Learn-
ing methods for skeleton-based action recognition can be cat-
egorized into three primary groups, based on their approaches
to extracting features from skeleton data for classification:
• Recurrent Neural Networks (RNNs), which consider

skeleton data primarily as a temporal sequence of
continuous features. Some of the examples are [14]
that introduced a hierarchical recurrent neural network,
and [15] that proposed Context-Aware Attention LSTM
Networks.

• Convolutional Neural Networks (CNNs), [16], [17] ap-
ply CNNs on pseudo-images obtained from skeleton
data [16], [17]. In this way, they capture spatial relations
between joints in a frame.

• Graph Neural Networks (GNNs): Skeleton data natu-
rally corresponds to a graph structure, with joints as
vertices and bones as edges. As a result, Graph Con-
volutional Networks have become increasingly popular
as they can extract both spatial relationships and be
combined with temporal data [18], [19].

B. Physical Rehabilitation Assessment

Qualitative exercise assessment is essential for effective
home-based rehabilitation systems, aiming to provide pa-
tients with informative feedback and enhance their perfor-
mance. Early research on exercise evaluation applied tradi-
tional machine learning methods for classification, such as
Adaboost, K-Nearest Neighbors (KNN), or Bayesian classi-
fiers. Some approaches also utilized distance function-based
models [20], [21]. Later studies adopted probabilistic models

like Hidden Markov Models (HMMs) and Gaussian Mixture
Models (GMMs) [6], [22]. While these models capture the
stochastic nature of human motion and provide a quality
score for movement accuracy, they do not fully exploit given
information, such as joint or spatial connections between
body parts.

Liao et al. [23] introduced a deep neural network model
that generates quality scores for movements. They proposed
a deep learning architecture for hierarchical spatio-temporal
modeling, combining GMMs, CNNs, and LSTMs to compute
a quality score. With the advent of Graph Neural Networks
(GNNs), it is now possible to exploit spatial information
through the skeletal graph structure. The authors in [24]
and [25] applied Graph Convolutional Networks (GCNs)
to assess physical rehabilitation, achieving state-of-the-art
results on popular datasets such as KIMORE and UI-PRMD.
Additionally, Yu et al. [26] employed an ensemble of two
GCNs, one for position and one for orientation features of
the skeletal joints, to further improve performance.

While existing methods primarily focus on quality scoring,
a few studies have explored error classification and local-
ization. For example, dynamic time warping (DTW) was
used in [27] to compare patient movements with reference
movements and identify phases with significant deviations.
Devanne et al. [7] added on top of DTW, a GMM model to
analyse the likelihood per body part and per time segment to
localize the error. However, its accuracy remains modest. On
the other hand, our approach leverages the power of Deep
Learning and Transformer models to capture the spatial-
temporal dynamics of movements and provide actionable
feedback with error classification and localization.

In the following sections, we describe our methodology
in detail, including the architecture of our skeleton-based
transformer model and the approaches for error classification
and movement analysis.

III. DATA PROCESSED

A. Dataset

We evaluate our model on the Keraal dataset [28] collected
during a clinical trial [29], as it is the only one of the
available rehabilitation datasets that fits into our problem
setting and has error labels. TRSP [30] is the only other
rehabilitation dataset, to our knowledge, with error labels,
but they only use two types of simple reaching motions.

In the Keraal dataset, participants performed each of 3
predefined exercises, and the movements were recorded with
Microsoft Kinect V2 and Vicon Recordings are annotated by
physiotherapists in detail, with assessment of correctness,
recognition of errors, and spatio-temporal localization of
errors. In our model we used Kinect data as input, since
it is a non-invasive system we would like to focus on.

The three exercises, chosen in agreement with medical
experts, are namely torso rotation, flank stretch, and hiding
face, which are illustrated in Figure 1. For each exercise
therapists identified three most common errors, and each
labeled recording was classified either as correct or as one
of these 3 errors. As can be seen on Figure 2, the common
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Fig. 1: The three rehabilitation exercises in the Keraal
dataset. Image sourced from [28].

Fig. 2: Errors descriptions for all three exercises in the Keraal
dataset. Image sourced from [28].

mistakes for exercise (a) torso rotation are: 1) Arms are not
raised enough, 2) The torso’s rotation is not sufficient, 3) The
body is leaned on the side; for exercise (b) flank stretch: 1)
Opposite arm is not along the body, 2) Body is not tilted, 3)
The above arm is not bent; and for exercise (c) hiding face:
1) Arms are not raised enough, 2) Arms are not outspread
enough, 3) Arms are not raised enough.

The Keraal dataset was recorded during a clinical rehabili-
tation study that included Low Back Pain patients, aged 18 to
70 years. The dataset includes recordings from both healthy
subjects and 12 rehabilitation patients, from three groups of
participants:
• Group 1 where patients performed exercises
• Group 2 where healthy participants performed exercises

without specific intructions
• Group 3 where trained healthy participants performed

exercises while simulating errors.
Groups 1 and 2 were labeled by physiotherapists, while
Group 3 was implicitly labeled as participants simulated
errors.

B. Data representation

The data of the Keraal dataset recorded exercises at a
fixed frame rate, capturing the spatial information of key
skeletal joints in the human body, either in two or three
dimensions. The data include joint positions and sometimes
their orientations (in our case we use only 3D joint positions).

Consider a tracking system that monitors V key points
(joints) on a person’s body. When someone performs one

repetition of an exercise, the system records data across a
certain number of time frames. Since that number can vary
from recording to recording even for the same exercise type,
we interpolate each recording to T timeframes. For each
frame, we collect the positions of all V joints in a vector
x(i), i ∈ [1 . . .T ]. This vector has the dimension D = V ×C,
where C equals either 2 or 3, depending on whether we
are working with 2D or 3D data. When we combine these
vectors from all frames, we create a three-dimensional tensor
X ∈RT×V×C, which represents the complete movement data
from a single repetition.

C. Evaluation scenarios

Our goal is to classify a performed movement into one of
four categories: correct, error1, error2, or error3. To achieve
this, we train a separate model for each exercise. The primary
metrics used for evaluation are the F1 score and accuracy.

We consider three cases:
• Scenario 1: Initial scenario where we train the models

on trained professionals simulating errors (group 3), and
evaluate on healthy subjects and patients (groups 2A and
1A). This setup is critical as it demonstrates the model’s
performance on unseen data, closely simulating real-life
application conditions.

• Scenario 2: In the second scenario, data from all three
groups are combined and split into training and testing
sets, in proportion 80:20. Also, it is important to note
that the split is stratified, meaning the proportion of class
labels is approximately the same in both training and
test splits. This second scenario highlights the model’s
full potential by showing the level of performance
achievable with sufficient data for both training and
validation.

• Scenario 3: The scarcity of labels for certain exercises in
the first scenario prompted us to design a third scenario.
We still wanted to have unseen patient data in the test
set to simulate real-life conditions, but we added a
portion of healthy participants in the test set as well,
so that we better evaluate our model. In this setup, the
test set is made from patient data (group 1) and 15%
of the combined data from groups 2 and 3, while the
training set consists of the remaining 85% of the healthy
participants’ data (split is stratified in this case as well).

IV. ALGORITHM

A. Self-attention

Self-attention in Transformers was originally developed
to identify and map relationships between words in a text,
whether they are close together or far apart in a sentence.
This mechanism helps the network prioritize important parts
of the input data [31], [32].

We can adapt this same concept to analyze human move-
ment patterns captured through skeletal tracking. Just as
Transformers process relationships between words in a text,
we can process relationships between body joints in motion.
Individual joint positions can be seen as words and each
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frame of movement as a sentence. By applying the self-
attention mechanism, we can more effectively learn both
local (between nearby joints or sequential frames) and distant
relationships (between far-apart joints or temporally distant
frames) in the motion sequence.

Consider a given input sequence X = (x1,x2, . . . ,xn) where
each xi represents an input token. Each token xi is trans-
formed into three vectors: Query vector qi, Key vector ki,
and Value vector vi. These vectors are obtained by applying
learned projection matrices to each token, transforming them
into new representations suited for computing attention.
Essentially, these projections allow the model to learn more
complex spatial relations of the input data.

For each token xi, its attention score is computed relative
to every other token in the sequence x j, including itself. The
attention score is calculated by applying a softmax function
on the dot product Ai j between the query vector qi of token
i and the key vector k j of token j:

Ai j = qi · k>j (1)

To capture more complex relationships, an extension
called Multi-Head Self-Attention (MHSA) is added [32].
With multiple attention heads, the model learns different
kinds of spatial relations between the joints, in parallel.

B. Model architecture
The main processing idea is inspired by a novel algorithm -

Hyperformer [33]. It has achieved state-of-the-art results on
well-known human action recognition (HAR) benchmarks,
proving it can learn complex relations between joints in the
movement. However, unlike HAR datasets, we are not inter-
ested in distinguishing different types of actions, but different
types of errors in one specific action. Thus, we are looking
for much more subtle differences in motions during the same
actions and trying to classify each motion accordingly. We
train one model per exercise (action), compared to HAR
algorithms which train one model in total to classify actions.

Furthermore, we have only a few classes (for errors), and
even more importantly, very limited medical data to train the
model, which emphasizes the need for a better understanding
of spatio-temporal relations between the joints. That was
another reason to choose Hyperformer as our basis, since it
is one of the smallest HAR algorithms available (by number
of trainable parameters).

One of the key novelties of Hyperformer is utilizing hyper-
graphs - dividing the initial skeleton graph into subgraphs in
order to obtain more precise relations between the joints. In
our paper we propose a different split of the skeleton graph,
more tailored to our problem setting. We split 25 joints into 6
different groups: left and right forearm and hand (with wrists
and fingers), legs and spine with head, as can be seen on the
left part of Figure 3. We give particular importance to arms
as they are one of the key parts in all exercises from the
dataset used, as opposed to legs which do not move much
during the exercises.

The overall model architecture can be seen on the right
part of Figure 3 The input data is passed through a certain

Fig. 3: Groups of skeletal joints (hypergraphs) on the left
and model overview on the right. Right part taken from [33]

Fig. 4: Overview of the hyper self-attention module [33].

number of layers (10 in our case). Each layer consists
of a custom self-attention layer followed by Multi-Scale
Temporal Convolution. Global pooling, a linear activation
and softmax functions are added at the end. The model
is trained via backpropagation through a cross-entropy loss
function by comparing ŷ with the true label y - a class labeled
by the physiotherapists.

The main part of the layer is a custom self-attention
module, as depicted in Figure 4. It consists of 4 parts :
• Joint-to-joint attention. Projection matrices used to get

q,k,v vectors are obtained with 2D convolutions. Atten-
tion is calculated as described in IV-A.

• Joint-to-subgraph attention. Learns relations between
joints and subgraphs, calculated the same way

• Relative positional embedding. Incorporates structural
information of the skeleton, obtained with the Shortest
Path Distance between the joints

• Attentive bias. Assigns the same amount of attention to
each joint that belongs to a certain subgraph, enforcing
independence of the query position.

V. RESULTS & DISCUSSION

In this section, we present the results of comprehensive
comparative experiments conducted to assess the perfor-
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mance of our model. We provide a comparison between our
proposed approach and the current state-of-the-art, as well
as some guidelines for further improvement.

A. Implementation details

Python 3.10 and the PyTorch 2.3 + CUDA 12.1 framework
were used to develop the model. The system is equipped
with an Intel Core i9-9900KF Silver 4215R CPU, 32GB
of RAM, and an Nvidia RTX 2080 Ti 11GB. The model
was trained with the Adam optimizer for 600 epochs, with
a learning rate set to 25× 10−4, and using a batch size
of 10. Performance measures were recorded for each run
and averaged to ensure accuracy. Our code is based on the
Hyperformer code repository and is available at https:
//github.com/aleksamarusic/hyperphysio/

B. Comparison with state-of-the-art

Table I shows that out model reaches higher accuracies in
Scenario 1, outperforming the models benchmarked in [28].

TABLE I: Accuracies in percentage

Exercise Ours LSTM best LSTM mean GMM
Torso rotation 73.17 64.44 53.89 27.78
Flank stretch 64.10 43.04 31.64 25.32
Hiding face 74.28 56.19 49.1 33.33

Additionally, we present confusion matrices for the clas-
sification of rehabilitation movements, comparing three de-
scribed scenarios

The confusion matrices for the first case are presented in
Figure 5, with true labels on the left and predicted labels
on the bottom. The values in the matrices represent the
percentage of exercises classified as a certain class. For
instance, in Figure 5a, the first row indicates that 71% of
”Correct” exercises are classified as correct, 28% as error2,
and 1% as error3. Consequently, the sum of any row in these
matrices should be 1. Exceptionally, rows with all zeros mean
that the corresponding error is not present in the test set.
The value in brackets next to the left-side labels denote the
frequency of the corresponding class in the test set.

For the torso rotation exercise, it is very hard to evaluate
the model performance as we have 72 ”correct” labels, only
4 of error1 and 6 of error2, while error3 is not present in the
test set.

Similarly, the scarcity of labels for errors 1 and 3 in
the flank stretch exercise poses significant challenges for
accurately evaluating the model’s performance. Error2 ex-
hibits some confusion with correct exercises, which can be
explained by the general challenge to determine that the body
is not tilted enough solely based on joint positions.

For hiding face, error2 has only 1 example in the test
set, and we need more to properly evaluate. Also, it can be
noticed that error3 shows misclassification with both correct
and error1 categories. These can be also attributed to a
general challenge as errors 1 and 3 are quite similar, and
both are hard to distinguish from the correct performance
as it is only a matter of a few pixels on the image whether

they would be classified as one or the other. These issues
could potentially be mitigated with the inclusion of additional
training and validation data, and with more precise data.

Confusion matrices for the second case can be seen in
Figure 6. As explained, we randomly sample 20% of the
dataset for testing, keeping the proportion of the labels in
the test set. This scenario obtained better performance, which
confirms the model’s potential to perform significantly better
when having more training data.

The confusion matrices for the third case are shown in
Figure 7. While the majority of movements are correctly
classified, some confusion can be observed between ”correct”
and ”error3” in the flank stretch exercise . This may be
attributed to the limited number of sequences labeled as
correct by the medical expert and the subtle differences
between correct movements and error2. The latter occurs
when the body is not sufficiently tilted, a distinction that
can be challenging to detect solely through skeleton joint
data.

C. Visualization of joints’ importance

The described visualization aims to analyze and compare
the attention weights learned during the training and evalua-
tion phase. By analyzing attention matrices, we can identify
important joints in each exercise.

From our model, we can obtain the self-attention weights,
which are quite comprehensive as we have weights for every
layer, frame, and head (of multi-head attention) from every
batch and input sequence. However, by averaging across
these dimensions, we can obtain self-attention map that
shows the attention weights for each body joint to every
other body joint (since we have 25 joints, it is represented
as 25 ∗ 25 matrix). Further, the joint role can be computed
by the column-wise summation over that map. Additionally,
we also notice that is important to look at differences in self-
attention maps obtained from correct and incorrect exercises.
This way we can more easily obtain information on which
joints play an important role in the exercise.

Looking at Figure 8, we can notice that arm joints play
an important role in all exercises, contrarily to the legs, as
the exercises relate to the upper body. Additionally, Torso
rotation and Hiding face give more importance to the angles
of the shoulders and elbows, contrarily to Flank stretch. This
is expected as the two former exercises require keeping the
upper arm horizontal, while Flank stretch leaves the arm
free, focusing more on the flank. These observations align
with key joint patterns seen in the exercises (Figure 1),
confirming the ability of the model to provide accurate and
useful feedback to patients.

VI. CONCLUSION

In this paper, we present a Transformer-based model for
classifying errors in physical rehabilitation exercises. The
model takes skeleton joint positions as input and classifies
movement as either correct or one of the predefined errors.
Inspired by the Hyperformer algorithm, our approach divides
the skeleton graph into subgraphs to enhance the learning
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(a) Torso rotation confusion matrix (b) Flank stretch confusion matrix (c) Hiding face confusion matrix
Fig. 5: Confusion matrices for each of 3 exercises for the first case (trained on group3 and tested on groups 2A and 1A).
Rows full of 0.00 mean that the corresponding error is not present in the test set.

(a) Torso rotation confusion matrix (b) Flank stretch confusion matrix (c) Hiding face confusion matrix
Fig. 6: Confusion matrices for each of 3 exercises for the second case (all groups combined and then data split into train
and test sets).

(a) Torso rotation confusion matrix (b) Flank stretch confusion matrix (c) Hiding face confusion matrix

Fig. 7: Confusion matrices on test for each of 3 exercises for the third case (trained on most 85% healthy (groups 2 & 3)
and tested on patients (group 1) and 15% of groups 2 & 3 combined.

Fig. 8: An illustration of the joints’ importance calculated from attention weights. Each row represents importance values
for each of 25 skeleton joints during a specific exercise. Ex1 : Torso rotation, Ex2 : Flank stretch, and Ex3 : Hiding face.
Each column corresponds to a joint, designated by its name and its joint order (numbers in brackets next to labels), that are
underlined with a color matching its group from Fig 3

of complex spatial joint relations using the self-attention
mechanism. We evaluate our model on the Keraal dataset,
focusing on low back pain rehabilitation, which is the only
dataset suitable for this error classification task. We can draw

several conclusions:

• Our model achieves significant improvements over
benchmark algorithms and sets new state-of-the-art re-
sults. Our model better captures spatial and temporal
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relations with the self-attention module, and sets a new
direction for automated rehabilitation assessment.

• We also calculate the importance of specific joints
in performed exercises. This information can be used
to detect which joints are wrongly moved, leading to
enhanced feedback provided to the patients.

• Since we were interested in subtle differences in mo-
tions during the same exercise, it was necessary to
train one model for each exercise type. In a scenario in
which patients are trained by a coach, the system knows
which exercise is being performed and the focus was on
the assessment method. A more comprehensive model
integrating exercise detection, can be a future research
direction.

• One of the key limitations lies in the limited data avail-
able. While the Keraal dataset has detailed annotations,
medical datasets are unfortunately limited in number.

• The imbalance of the dataset makes it harder to evaluate
the model for underrepresented classes. Exploring data
augmentation methods could lead to better classification
and is a potential research direction for further studies.

• Some of the further research directions are temporal lo-
calization of errors, as well as more precise instructions
on how to fix errors. These are essential for qualitative
feedback to a patient.
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